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CREATIVE LISTENING
Recent research confirms music theorists’ speculation that 
listening to music involves an impressive amount of mental
processing [1]. These data-reductive processes facilitate in-
terpretation by segmenting the signal and organizing the seg-
ments into numerous categories. Within a relatively brief
period of time, listeners—trained and untrained alike—make
judgments regarding a wide range of factors such as genre,
idiom, metric inference, tonal orientation and emotional type.
From these “snap” judgments, contexts are formulated and an
intricate network of expectations generated [2]. While we can
speculate about many of the methods listeners employ in their
creative engagement with musical sound, the complexity of
musical listening, particularly with the emotional associations
carried with it, seems daunting.

It is, perhaps, somewhat less daunting to consider similar
processes of categorical perception of acoustic signals when
the listening task is purposeful, as is the case with speech per-
ception or a nonverbal, highly specific and directed listening
task such as the auditory detection of timing irregularities
when tuning an automobile engine. In performing the latter
task, “knocks,” “rattles,” “pings” and other categorized sounds
allow for the detection of problems in an unseen motor. Di-
agnostic analysis is possible because there are a limited num-
ber of easily learned categories, making the task reasonably
intuitive. Auditory analysis and interpretation of this type is,
in essence, a greatly simplified instance of musical listening.
The fundamental tasks—segregating intrinsic from extrinsic
sound, categorizing the intrinsically relevant sounds, and in-
tegrating temporal information to arrive at an interpretation—
exist in both types of listening. Our research explores the
development of similarly intuitive methods and tools for cat-
egorizing and interpreting sonified data. Sonification of mul-
tidimensional data finds potential uses in scientific, industrial
and medical fields.

Consider, for example, one of the earliest instruments built
to facilitate sonification of medical data. From the outset René
Laennec’s invention of the stethoscope in 1819 was meant to
interpret multidimensional auditory data. Mediated auscul-
tation with the aid of the stethoscope was, in the inventor’s
terms, able to interpret the integrated sounds,

not only of the action of the heart,
but of every species of sound pro-
duced by the motion of all the tho-
racic viscera, and, consequently, for
the exploration of the respiration,
the voice, the ronchus, and perhaps
even the fluctuation of fluid ex-
travasated in the pleura or the peri-
cardium [3].

Laennec’s stethoscope repre-
sented a revolution in medical di-
agnostics through the use of
auditory information. It seems no
mere coincidence that, in addition
to being a physician, Laennec was
an expert musician. As in the men-
tal processing of music, categorical perception of various as-
pects of the acoustic signal facilitates the integration of
multiple dimensions into a meaningful interpretation.

Our current work on sonification of complex multidimen-
sional data similarly focuses on listeners’ ability to track si-
multaneous changes in variables and integrate them into a
comprehensive mental image with the aim of developing
methods of auditory display that stimulate categorization pro-
cesses with little training. We informally describe this aim as
being “the formulation of intuitive sonification methods,” and,
since our model is creative music listening, we term the ap-
proach “musical sonification.” In addition to the obvious po-
tential benefits of auditory display, sonification of data provides
a similar but far more constrained case of creative engagement
with auditory stimuli than that of musical listening.
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A goal of sonification research
is the intuitive audio representa-
tion of complex, multidimen-
sional data. The authors present
two facets of this research that
may provide insight into the
creative process. First, they
discuss aspects of categorical
perception in nonverbal auditory
scene analysis and propose that
these characteristics are
simplified models of creative
engagement with sound. Sec-
ond, they describe the use of
sonified data in musical compo-
sitions by each of the authors
and observe aspects of the
creative process in the purely
aesthetic use of sonified statisti-
cal data.
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Fig. 1. Formant filter (© Oded Ben-Tal). A schematic formant filter.
The three parameters defining the filter are center frequency,
bandwidth and gain. Typical values of these parameters match
specific vowel sounds.
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We experimented with sonification of
oceanographic and stock market data by
using filters to create vowel-like sounds,
mapping dimensions to the center fre-
quency and bandwidth settings of indi-
vidual filters anchored around a typical
vowel sound. In another experiment di-
mensions were mapped to onset and du-
ration.

Whether listening to the sounds of in-
ternal organs through a stethoscope, au-
tomotive engine sounds emanating from
under the hood, or an audio presenta-
tion of complex data, the ability to cate-
gorize and derive meaning from non-
speech sounds involves creative inference
on the part of the listener.

MUSICAL SONIFICATION
AS A SCIENTIFIC TOOL
To be capable of offering insight, an au-
ditory representation must be intuitive,
relatively easy to learn, flexible and ca-
pable of encapsulating multiple dimen-
sions into a single categorical perceptual
event. An example of a categorical type
that meets these requirements is the
vowel.

In 1665 Sir Isaac Newton observed that
he could identify vowel-like sounds while
pouring beer into a glass. Since then con-
siderable cognitive research has proven
that humans are highly skilled at identi-
fying vowels and categorizing timbre ac-
cording to vowel matching [4].

Formant synthesis is one method in
which the metaphorical use of sounds [5]
(in this case the similarity between a
sound and a particular vowel) can be
achieved by controlling sound attributes
through mapping data values to synthe-
sis or processing parameters [6]. In the
case of formant synthesis, a type of filter
(called a formant filter) is used to ap-
proximate vowel sounds. By matching
the parametric values of three to five for-
mant filters to average values derived
from analyzing speech, it is easy to syn-
thesize sounds resembling different vow-
els. Each filter is characterized by three
parameters: center frequency, bandwidth
and gain; and two possible sound sources
are typically filtered: white noise (non-
pitched) or a pulse-train (pitched) 
(Fig. 1) [7].

In a previous paper [8], we explored
applications of the use of formant filters
to represent complex data by relying on
the perceptual proximity to vowel
sounds. Our approaches in these exper-
iments involved two steps. First, we
mapped data to center frequency, band-
width and gain of a bank of filters. Sec-
ond, we scaled the data such that

particular states would correlate to par-
ticular vowel sounds. By “anchoring” data
to a particular vowel, we hypothesized
that listeners would be able to learn how
to identify contexts by specifically listen-
ing for a vowel. Furthermore, the cate-
gorical boundaries that segregate
perception of particular vowels could be
used to create a distance metric in which
relative likeness to, as well as the dynamic
move toward or away from, a particular
vowel could be meaningful in interpret-
ing data and contexts.

We approach the issue from a musical
perspective, noting specific features of
music that address the needs of these ap-
plications. The act of listening to music
involves tracking simultaneous changes
in variables (such as frequency, ampli-
tude or spectral distribution) and inte-
grating them into a comprehensive
mental image. When transferred to the
realm of sonification, this dynamic as-
sembling of mental images can be uti-
lized in many ways—to track dynamically
changing trends in an immediate and in-
tuitive way, or to draw abstract connec-
tions between patterns distinguishing
relationships that may be otherwise dif-
ficult to perceive. As in music, multiple
identities and similarities can be simul-
taneously represented. The resulting 
patterns emerging from the sonic con-
tinuum need not be static themselves.
Salient features enable the listener (lis-
tening to music or to data) to prioritize
and attend to specific aspects of the data-
intensive stream that reaches the ear, as-
pects that often result in a hierarchical
organization. These can be used to ex-
tract structurally salient information
from complex multidimensional data.
Last but not least, music is (sometimes)
pleasing to hear.

To interpret sonified data, listeners
draw upon their powers of auditory ab-
straction and categorization in order to
identify patterns and detect trends. In
this sense, sonification involves engaged
creative listening similar to the active lis-
tening demanded by music. A critical 
aspect of such listening is that of cate-
gorical perception, in which a continu-
ous variation in one or more parameters
yields perceptually discrete categories.
This phenomenon was originally de-
tected in speech processing but was later
identified in other aspects of listening.
Listeners generally classify timbre ac-
cording to best-fit strategies involving ab-
straction and categorization that account
for time and frequency domain proper-
ties. One such example is phonemic cat-
egorization in speech processing, which
is often also called upon to describe non-

speech timbres (as, for example, the
“nasal” sound of an oboe). We thus hy-
pothesized that vowel-like sounds could
be effectively used as a basic timbral lan-
guage for representing data in which sim-
ilar vowels share similar data properties.
In initial experiments, mapping data di-
mensions to the filter bandwidth and
center frequency of a formant filter re-
sulted in an auditory display in which
trends and patterns could be interpreted
according to the proximity of the result-
ant sound to any one of the cardinal 
vowels.

EXAMPLES OF MUSICAL
SONIFICATION
For test data sets, we used oceanographic
measurements from the Mediterranean
Sea [9] showing temperature and salin-
ity at varying depths of up to 100 meters
in five locations. We mapped the tem-
perature and salinity values onto the fre-
quency and bandwidth of formant filters
such that the average of the data corre-
sponded to the typical value for a vowel.
Sequential changes to filter frequency
and bandwidth over time corresponded
to increasing depth. We used both a con-
tinuous sonification and discrete bursts,
with the latter proving more effective.
Using this basic mapping, we could hear
similarities and differences between the
data from the five different locations and
could also identify instances of atypical
behavior. The sonic patterns we pro-
duced also proved relatively easy to re-
member, in a way similar to recalling a
melody from a song. This sonification of
data is quite unlike a jagged line in a
graph, whose details are very difficult to
memorize.

We applied similar sonification meth-
ods to stock market data. Two important
variables of stock trade are the price of a
stock and the volume of trade. In one ap-
proach we mapped these two variables 
to the center frequency and bandwidth
settings of the filters anchored around a
typical vowel sound. This resulted in
changes in the inflection of the vowel if
the range chosen was relatively small or,
if we chose larger ranges, a shift between
contrasting vowels. In a separate experi-
ment we mapped the variables to timing
information: price was indicated by the
number of attacks in a given time, while
volume was represented by the duration
of each attack. Thus, in addition to ex-
perimenting with timbral categorization,
we relied upon temporal abstraction and
grouping that, like timbre classification,
is an inherent aspect of musical listening
(Fig. 2).
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SUMMARY OF CREATIVE
PROCESSING IN LISTENING
TO SONIFICATION
Auditory display of highly dimensional
data, particularly when a time series is in-
volved, is a potentially useful tool for rep-
resenting scientific, medical or industrial
data sets that are unwieldy or not con-
ducive to effective visualization. Effective
sonification must complement or sup-
plant visual display and be relatively in-
tuitive to interpret. The temporal nature
of sound makes sonification of time-
oriented data particularly useful in re-
vealing recurrent patterns and trends.
Sonification can facilitate pattern detec-
tion in temporal information that occurs
over varying periods of time, for exam-
ple, seismic [10], astronomical or mete-
orological data [11].

Categorical perception is a vital com-
ponent of auditory scene analysis. The
segmentation and association of abstract
sounds to identify phonemes is one ex-
ample of auditory perceptual catego-
rization. The universal importance of
human recognition of spoken language
apparently accords special significance to
phonemic associations and makes the
creative association of abstract sounds
with phonemes an inherent aspect of lis-
tening. This observation suggests that
tapping this particular aspect of “creative
listening” for purposes of representing
complex data may prove promising as a
general approach of sonification.

Implicit in these observations is the no-
tion that auditory display demands cre-
ative processing that is similar or
identical to that of musical listening. In
the second part of this paper we describe
a perhaps perverse extension of these ob-
servations in which the authors forgo the
meaning of sonified data and instead use
sonification expressly as compositional
material, bringing the inherent creativ-
ity of auditory abstractions back into the
world of music.

COMPOSITIONAL USES
OF MUSICAL SONIFICATION
In this section we describe the use of the
previously described data and sonifica-
tion methods in musical compositions.

Ben-Tal: Tangents
Both sonification methods described
above (by filter settings and by timing in-
formation) are highly dependent on the
specific values used and on minimizing
changes in other variables—thus focus-
ing the listener’s attention on the data-
loaded variables. By using very different
values, I used these same methods in
composition, masking their representa-
tional aspect. Sonification through for-
mant filter settings uses short, evenly
spaced, noise bursts. I was able to gener-
ate a rich and varied texture of sound by
applying the same settings to other sound
sources (such as recorded musical in-
struments) and by using much longer du-
rations for each. Likewise with the
timing-based sonification: short similar
bursts were replaced with much longer
(thus overlapping) sounds, with varying
envelopes and filter variables. Creating
different timbres in place of unified
sound bursts results in a seemingly or-
ganic musical fabric. Thus timbral group-
ings override the representational
groupings and allow for a more complex
musical pattern to emerge. In both cases,
selecting portions of the data allows for
control of the complex trajectory of the
music. Since stock data fluctuates con-
siderably on the local level but often ex-
hibits trends on a larger scale, it can be
mined to provide a virtually endless
repertoire of interesting contours.

Another method used compositionally
was an extension of the time-based rep-
resentation to granular synthesis. In gran-
ular synthesis a sound source is chopped
into small “grains,” which are then re-
combined to produce a different sound.
In addition to the choice of sound

source, the end results depend on many
variables, including grain size and den-
sity, the starting point where the grain
was extracted from the source, and the
sampling rate at which the grain is read.
Each parameter can be controlled dy-
namically when producing a sound. I cre-
ated a variety of sound materials by
mapping stock market data—this time in-
cluding highest and lowest daily prices,
volume of trade and closing price—to
these four granular synthesis variables.

Berger: Haiku
Haiku, for trombone and electronics (2002)
represents another purely musical appli-
cation of the sonified data methods de-
scribed in this paper (although in this
case using a data set not described here).

Haiku is based upon the 5:7:5 propor-
tions of the haiku poetry form. These
proportions permeate the work’s tem-
poral and pitch worlds. The trombone is
subjected to real-time signal processing
and accompanies a prepared soundtrack
played on a compact disc. The sound-
track uses solar activity data collected by
the Michelson Doppler Imager (MDI)
mounted on the SOHO spacecraft that
is circling the sun over a million miles
from Earth. Unlike the other examples,
in which numerical data was mapped to
musical parameter, the solar data was
taken “as is,” down-sampled into the
audio range, filtered to remove instru-
ment noise, and directly sent to digital-
analog converters. The direct audio
representation of solar activity by Alexan-
der Kosovich—a research scientist at
Stanford University’s Solar Oscillations
Investigation group, was used as source
material for Haiku. I used convolution
and formant resonators to shape the
sound and emphasize the pulsations of
the detected solar flares. Although the
sonification has no immediately appar-
ent intrinsic scientific value, the process-
ing emphasized the temporal 5:7:5 ratio
that subsequently inspired the composi-
tional goal of abstracting the formal pro-
portions of haiku.

SUMMARY AND CONCLUSIONS
Our line of work reveals interesting
glimpses of creative processes. We pro-
pose that listening, in itself, is a creative
process, in that, by identifying patterns
and detecting trends, a meaningful men-
tal image is elicited from a stream of air
pressure changes. The facilities to create
abstractions and categorical perceptions
are critical aspects of listening, whether
to speech, music or sonified data. Thus,
effective sonification demands under-
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Fig. 2. Two ways of sonify-
ing 3 days of stock trading.
At the top, price and
volume of trade were
mapped to center fre-
quency and bandwidth of
filters. Dashed lines repre-
sent typical vowel sounds
(i.e. “A”) used as an an-
chor. At the bottom, price
and volume (for the same
3 days) are mapped to
onset time and duration of
short sound bursts within a
predefined time scope. 
(© Oded Ben-Tal).
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standing something about the pattern
detection and categorization processes
of the listener, a topic of interest to both
researchers and composers. Sonification
offers a useful domain for considering
creative processing on the part of listen-
ers because of:

• the use of complex sounds: the stim-
uli are relatively simple but not as
sonically impoverished as the simple
sine-tones commonly used in listen-
ing experiments.

• purposefulness: listeners have a rela-
tively well-defined task of extracting
meaningful interpretation of data as
opposed to the more vague task of
appreciating music on its own terms.

It follows that data sonification offers
a restricted case of listening with a some-
what controlled context in which ab-
straction and categorical perception can
be easily assessed in terms of a listener’s
ability to interpret the output. In this
sense we view listening to sonified data as
related to listening to music (but with less
“cultural baggage”).

Another aspect of evaluating creativity
is the interaction between research and
composition activities. Music and musi-
cal ideas served as a starting point for our
search for sonification methods, which
in turn were reapplied to composition.
The latter is especially interesting as it al-
lows a glimpse at the sources of inspira-
tion. For both authors the starting point
was a sonic impression. There was by no
means a single moment of “revelation”
or inexplicable “inspiration,” but rather
a series of compositional decisions that
resulted from a conscious and protracted
process of experimenting with auditory

data display in searching for effective
sonification.

SOUND EXAMPLES
Sound examples of the sonification tech-
niques and the compositions discussed in
this paper are available online at <http://
ccrma-www.stanford.edu/groups/soni/
creative-sonification.html>.
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